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Abstract. The emergence of Generative AI systems has dramati-
cally transformed design workflows across multiple domains. While text 
prompting remains the dominant interaction method with these systems, 
visual prompting—the practice of guiding AI generation through visual 
or semantic structure—offers designers potentially greater control and 
expressivity. A critical challenge for design practitioners lies in under-
standing how different visual prompting modalities integrate into estab-
lished creative processes and impact design outcomes. This study exam-
ines this challenge in the context of UI mockup generation, a domain 
with well-defined semantic elements and established design methodolo-
gies. We evaluate two visual prompting approaches: free-form visual 
prompting, which creates outputs based on hand-drawn sketches, and 
semantic-constrained prompting, which uses predefined visual vocabular-
ies to guide generation. Through experiments with 13 design practition-
ers, we explore how different prompting modalities impact both designer 
experience and output quality in the creation of UI artifacts. Results 
reveal that free-form visual prompting offers superior intuitiveness and 
expressiveness for ideation, while semantic-constrained prompting pro-
duces higher quality and fidelity outputs. Our findings suggest that effec-
tive visual prompting strategies should adapt to different stages of the 
design process, with implications for generative AI applications in design 
practice. We propose a hybrid approach that leverages the strengths 
of both modalities throughout the creative workflow, potentially offer-
ing design practitioners across domains a more balanced framework for 
designer-AI collaboration. 

Keywords: Visual Guidance · Generative AI · UI Design · User 
Interfaces · Design Practitioners · Image Generation · Human-AI 
Collaboration 

1 Introduction and Background 

User interface designers face daily challenges in creating designs that are effec-
tive, usable, and innovative. They often draw inspiration from existing design 
samples to come up with new ideas [ 17]. There are two main types of resources 
that support this process of finding inspiration [ 19]. The first type are design 
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gallery platforms, such as Dribbble [ 2] and Behance [ 1], which allow designers to 
browse through a collection of designs and find examples that are interesting or 
useful for their work. The second type are design inspirational tools that suggest 
examples based on certain types of design input, such as a sketch or an existing 
design, using algorithms to determine image similarity [ 4,26,34,37]. While these 
approaches can be helpful in finding inspiration, they have limitations. Browsing 
through design galleries can be overwhelming and lead to a shift in design ideas 
away from the original focus, while relying too much on examples with similar 
styles can lead to design fixation and hinder the originality of the work [ 21,28]. 
Artificial Intelligence has emerged as a potential tool for supporting and enhanc-
ing the creative process [ 36]. AI systems can be trained to generate ideas and 
outputs based on a set of rules or guidelines, enabling the efficient production of 
a wide range of options, and providing a variety of applications and systems to 
support professionals in various visual art fields, such as graphic design [ 38], UI 
design [ 39], webtoon [ 23], digital art [ 41], and new media art [ 33]. Scholars are 
increasingly studying AI-powered, AI-enhanced, or AI-assisted human creativ-
ity [ 8,10,11,14,29], reporting the application of AI in the creative industry [ 3] 
and art industries [ 9]. Designers and design researchers have also discussed and 
practiced data-driven design [ 13,18,22]. Recent advancements in text-to-image 
(T2I) model capabilities have enabled the generation of realistic images from tex-
tual descriptions [ 5]. These models not only streamline the process of visualizing 
concepts but may also spark unexpected creative inspirations for users [ 35]. To 
find a balance between targeted and serendipitous inspiration, Mozaffari et al. 
[ 30] proposed a style-based generative adversarial network (StyleGAN) trained 
on a large dataset of existing interface designs. It generates a diverse yet focused 
set of examples based on a preliminary design input. While it can generate a 
diverse range of interface mockups, the user has no control over the specific lay-
out or design elements of the mockup, which is crucial for a designer to express 
ideas that are inherently visuo-spatial by nature. Recently, Garg et al. [ 15] pro-
posed a method to guide design exploration using diffusion models, [ 42] through 
different modalities. However, it remains unclear which modality, if any, can 
work better for specific design tasks and stages of the design process. A growing 
alternative to text-only prompting is visual prompting, which allows users to 
provide more explicit guidance through sketches, segmentation maps, or semantic 
labels. This technique is exemplified by ControlNet [ 43], a deep learning frame-
work that enables fine-grained control over AI-generated outputs by conditioning 
the model on structured inputs such as edge maps, human poses, or depth maps. 
By incorporating structured constraints, ControlNet allows designers to generate 
AI-assisted content that remains consistent with their original composition while 
still leveraging the generative capabilities of diffusion models. There has been 
limited focus on comparing different visual prompting modalities for controlling 
the generation of design artifacts. Our work focuses on evaluating the effective-
ness and user experience of two different visual prompting modalities—sketches 
and semantic-colored drawings—for generating design artifacts. We build upon 
previous knowledge in several ways: First, the use of sketches as a modality builds
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upon previous research on the use of visual representations in the design process 
[ 25]. Studies have shown that sketches can be used to quickly generate and com-
municate design ideas, allowing designers to explore a wide range of possibilities 
in a relatively short amount of time. Additionally, sketches are often used as 
a way to capture informal, early-stage design ideas, which can then be refined 
and developed further [ 24]. Second, the use of semantic-colored drawings [ 20,44], 
where each color represents a UI element category, allows for a clear represen-
tation of the design elements and their relationships. In this paper, we aim to 
answer the following research questions: RQ1: How do different modalities of UI 
mockup generation, such as sketches and semantic drawings, compare in terms 
of their unique strengths, perceived usefulness, and impact on the creative pro-
cess? RQ2: What are the trade-offs between expressiveness, efficiency, and user 
satisfaction when considering the level of control and abstraction afforded by 
each modality in UI mockup generation? We answer these questions by explor-
ing two distinct AI-assisted modalities: one based on sketches, and the other 
based on semantic-colored drawings. Sketch-based mockup generation involves 
the use of hands-drawn sketches to represent the desired design. Semantic-based 
mockup generation, instead, involves the use of colored drawings that convey 
specific design elements. The choice of these two modalities was based on a care-
ful review of the literature, indicating that sketching and semantic drawing are 
commonly used in the design process due to their ability to balance precision 
and speed (e.g., [ 7,27,31]). Sketch-based mockup generation allows for quick 
exploration of ideas while semantic-colored drawing-based mockup generation 
provides more accuracy in representing the final product. 

2 Study: Evaluating Visual Prompting Modalities 

This study aimed to evaluate the sketch-to-mockup and semantic drawing-
to-mockup visual prompting modalities in terms of time demand, ease, cre-
ative expressivity, and intuitiveness. The study was conducted with 13 human-
computer interaction students from the first-year master’s program in Computer 
Engineering. The participants were asked to use both modalities to create a 
mockup of a mobile application, retrieve the AI-generated mockups, and then 
rate their experience with each modality and result on various dimensions. 

Participants. The study was conducted remotely with 13 participants who gave 
their explicit and informed consent to participate. All participants in the study 
had received training in UI design and programming as part of their curriculum 
(e.g., through a dedicated Human-Computer Interaction course they all passed), 
indicating that they had some level of experience in this area. The sample con-
sisted of 2 participants who identify themselves as female and 11 people who 
identify as male, with an age range of 23 to 25 years old. 

2.1 Procedure 

Participants completed a two-phase task designing a mobile UI through sketch-
ing and semantic drawing. The task evaluated time demand, expressiveness,
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Fig. 1. An example of the same user interface represented in the sketch-based and 
semantic-based modalities. On the left, we can see a hand-drawn sketch of the user 
interface (A), with various elements such as buttons, text fields, and icons depicted in 
a freeform manner. On the right, we can see the same user interface represented in the 
semantic-based modality (B). These elements are filled with different colors, with each 
color representing a specific design element such as buttons, text fields, and icons. 

intuitiveness, and ease of use in the first phase, followed by assessing the quality 
and fidelity of generated mockups in the second phase. 

In phase one, participants received instructions to design a mobile interface 
using their preferred digital drawing tools. They first created a sketch, then 
semantically drew the same interface. This order followed the natural design 
progression from unstructured ideas to concrete iterations, allowing us to evalu-
ate each modality’s strengths in a contextualized design process. Figure 1 shows 
an example interface in both modalities. After completing this phase, partici-
pants rated their experience on a 1–5 Likert scale (5 being most positive) and 
provided rationales for their ratings. 

In phase two, participants’ drawings were processed by a network (see “Imple-
mentation” section), and the results were shown to them. Participants then eval-
uated the generated mockups’ quality and how well they respected their imagined 
interface (fidelity), using the same Likert scale. They also had the opportunity 
to provide additional comments and suggestions at the end of the study. 

Implementation. To translate sketches and semantic colored drawings to mock-
ups we finetuned a Pix2Pix [ 40] model for sketch-based mockup generation and 
the SPADE [ 32] model for semantic-based mockup generation, following the 
same procedure used in [ 30]. We trained the model on the RICO dataset [ 12], 
which uniquely provides both sketches and semantic annotations of the same
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UI designs. It is important to acknowledge that the quality of the generated 
mockups in our study may not be optimal, as the focus of this research is on 
evaluating the visual prompting modalities rather than the generation results 
themselves. While the generated mockups may exhibit some artifacts or incon-
sistencies, the rapid progression of AI technologies suggests that the quality of 
the generated mockups will likely improve in the future. Nevertheless, our find-
ings and discussions regarding the strengths, weaknesses, and user preferences 
of the sketch-to-mockup and semantic drawing-to-mockup are expected to hold 
independently of the specific model performances. 

3 Results and Discussion 

Table 1. Results of sketch-to-mockup and semantic drawing-to-mockup on intuitive-
ness, ease of use, perceived time demand, and expressiveness (first phase), as well as 
the quality and fidelity of the AI-generated mockups (second phase), on a 1 to 5 Likert 
scale. 

Sketch-to-mockup Semantic drawing-to-mockup 
Intuitiveness 4.54 ± 0.78 3.15 ± 1.28 
Ease of use 3.38 ± 1.04 3.69 ± 1.25 
Time Demand 3.54 ± 1.13 3.77 ± 1.09 
Expressiveness 4.15 ± 0.55 3.38 ± 1.12 
Quality 1.50 ± 0.58 2.75 ± 0.50 
Fidelity 3.38 ± 2.20 3.60 ± 0.55 

The study analyzes the sketch-based and semantic-based visual prompting 
modalities by gathering participant feedback on their level of intuitiveness, ease 
of use, and time demand during the generation process, as well as the quality and 
fidelity of the generated mockups. The results of the questions provide insight 
into how participants perceive these modalities and their relative strengths and 
weaknesses. Numerical results are reported in Table 1, and the following sections 
describe the quantitative and qualitative aspects of those results. 

3.1 Intuitiveness 

The comparison between modalities revealed a clear preference for the intu-
itiveness of sketch-based visual prompting. Most participants (11/13) rated the 
sketch-based modality as fully intuitive (score 5), while only two gave semantic 
generation a score of 5, and most (8/13) rated it 3 or lower. 

Participants favoring the sketch-based approach cited that sketching allowed 
them to “show others what you have in mind” and “represent at a higher level 
each part of the layout” (participants 1 and 6). The sketch-based modality made 
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it easier to “imagine the layout” (participant 9) and “pour the idea in mind into 
drawings” (participant 10). 

Some participants found the semantic-based modality challenging, expressing 
difficulty understanding the “rules about the colors” (participant 4) and finding 
it “not so clear how it can be useful” (participant 1). However, a few found 
semantic generation more intuitive, appreciating the “map about element types” 
(participant 10). 

Overall, the sketch-based modality emerged as superior for intuitiveness, 
facilitating effective communication and translation of mental concepts into 
visual form, while the semantic-based modality was hindered by its color-coding 
rules and perceived complexity. 

Ease of Use. The comparison between the sketch-based and semantic-based 
visual prompting modalities for ease of use yielded mixed results, with no sta-
tistically significant difference in the mean scores between the two methods. 
This indicates that both approaches presented challenges and advantages to the 
participants. 

For the sketch-based visual prompting modality, a majority of participants 
(7 out of 13) rated it as difficult to use, assigning scores of 3 or lower. The 
primary reasons cited for this difficulty were the need for “drawing skills and 
tools” (participant 9) and the requirement of “some drawing skills are needed to 
convey information in a reasonable and clear way” (participant 1). Furthermore, 
some participants found it “difficult to use the mouse to draw” (participants 
3, 4, and 11), while others found it difficult to use because they “had to use 
different devices to complete the task” (participant 13). 

On the other hand, the semantic modality also had its share of ease-of-use 
concerns. Participant 9 noted that the semantic approach “needs to remember 
the colors according to the legend,” which can be cognitively demanding. How-
ever, some participants found the semantic modality easier to use because it 
“only requires squares and rectangles” (participant 4) and is “just a mechanical 
exercise” (participant 3). Participant 10 also found the semantic generation easy 
to use because it is “much more descriptive” and “easier regarding positioning 
the items” as compared to sketch generation. 

The diverse opinions on the ease of use of both visual prompting modalities 
suggest that individual preferences, skills, and familiarity with the tools play a 
significant role in determining the perceived difficulty or ease of use. The sketch-
based visual prompting modality may be more challenging for those lacking 
drawing skills or struggling with input devices, while the semantic modality may 
be seen as cognitively demanding in terms of color association but appreciated 
for its simplicity and descriptiveness in positioning elements. 

Time Demands. The time demand comparison yielded mixed results. Partici-
pants had varying opinions on each approach’s efficiency. 

Some found sketch generation quicker due to its ability to represent layouts 
at a higher level. Participant 5 mentioned it “only took me some minutes to 
complete” the sketch, suggesting faster translation of mental concepts. However, 
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others cited challenges affecting efficiency, including “difficulty drawing with a 
mouse” (participant 10) and “difficulty in getting a decent result” (participant 
3). 

For semantic generation, some found it less time-demanding. Participant 8 
considered it “the quickest one because it’s similar to sketch generation but 
with even fewer details to represent,” while participant 3 found it “fairly quick 
to draw what I was thinking in the semantic way.” Conversely, others found 
it more time-consuming. Participant 1 reported spending “very much time in 
finding a software to draw colored squares,” while participant 12 noted “it can 
take a long time because there is often a difference between ideas and reality.” 

Time efficiency ultimately depends on the user’s tool familiarity, ability to 
translate ideas visually, and layout complexity. 

Expressivity. The comparison between the visual prompting modalities in terms 
of expressivity revealed a clear preference for the sketch-based visual prompting 
modality. Most participants (10 out of 13) rated the sketch generation as highly 
expressive, assigning it a score of 4 or 5, indicating that they found it to be fully 
capable of conveying their ideas. In contrast, the majority of participants (7 out 
of 13) gave the semantic generation a score of 3 or lower, suggesting that they 
perceived it as less expressive. 

Participants who favored the sketch-based visual prompting modality cited 
several reasons for their preference. They found that sketching “makes it easiest 
to describe how you want the final result to look like” (participant 3) and “irons 
out some ambiguity” (participant 5). The ability to “draw almost everything” 
(participant 5) and express “the alignments and the position of the items” more 
easily (participant 6) were also highlighted as advantages of the sketch-based 
visual prompting modality. 

On the other hand, some participants found the semantic generation to be 
less expressive. They felt that it “just conveys information with colored and 
filled squares that don’t reflect very well the actual elements” (participant 1) 
and is “too restrictive” (participant 4). Participants also encountered difficulties 
in defining “the role of each component” (participant 7) using the semantic 
approach. 

These findings suggest that while the sketch-based visual prompting modality 
is generally preferred for its expressivity, the semantic-based modality may still 
have a role to play in certain contexts or for specific design tasks. 

Quality and Fidelity of the Generated Mockups. The evaluation of the generated 
mockups revealed that the semantic-based modality outperformed the sketch-
based modality in terms of both quality and fidelity to the original idea. The 
mean quality score for the semantic-based modality was 2.75, considerably higher 
than the 1.50 mean score for the sketch-based modality. This suggests that the 
mockups generated using the semantic-based approach were generally perceived 
as being of higher quality compared to those generated using the sketch-based 
approach. 
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Similarly, the semantic-based modality scored higher in terms of fidelity to 
the original idea, with a mean score of 3.60 compared to 3.38 for the sketch-
based modality. Although this difference is not as pronounced as the quality 
score difference, it still shows a significant difference. It indicates that the sketch-
based approach was less effective in preserving the designer’s original intent and 
not accurately translating their ideas into the generated mockups. 

Additional Comments and Design Implications. The analysis of participant 
comments reveals diverse opinions regarding the best method for generating 
mockups. Several participants proposed hybrid solutions integrating elements of 
both modalities. Participant 7 suggested incorporating color conventions into 
sketching, combining expressive freedom with semantic clarity. Participant 11 
acknowledged each approach’s limitations and proposed leveraging their respec-
tive strengths. Participant 12 took a context-dependent stance, arguing that 
method selection should depend on project circumstances. 

Our findings indicate that sketch-based approaches are more intuitive and 
expressive, aligning with research highlighting sketching’s importance for design 
ideation [ 6,16]. However, this approach requires drawing skills and suitable input 
devices. 

The semantic-based approach, while less intuitive, produced higher qual-
ity mockups with better fidelity. Its color-coding and predefined elements con-
tributed to more consistent translations of designers’ intentions [ 32]. 

These results suggest each approach has unique merits, with selection 
depending on specific designer needs and project requirements. Future research 
could focus on developing hybrid tools that integrate both approaches, allowing 
designers to leverage their respective strengths at different design stages. 

4 Conclusions and Future Work 

The paper investigated sketch-based and semantic-based visual prompting 
modalities for AI-assisted mockup generation, evaluating their intuitiveness, ease 
of use, time demand, expressiveness, quality, and fidelity. 

The findings suggest the sketch-based modality is more intuitive and expres-
sive, enabling designers to quickly convey ideas and explore concepts. However, 
its effectiveness depends on designers’ drawing skills and input devices. The 
semantic-based modality, while less intuitive and expressive, produced higher 
quality mockups with better fidelity to original designs. 

Based on these findings, we conclude that a hybrid approach combining 
strengths of both modalities offers a promising direction for future research. By 
integrating sketching and semantic drawing capabilities, AI-assisted tools could 
provide designers with more flexible, expressive, and accurate means of creating 
high-quality mockups. 

Future work should focus on: (1) larger-scale studies with diverse designer 
samples to validate findings; (2) developing and evaluating hybrid tools integrat-
ing both modalities; (3) conducting longitudinal studies to track how preferences 
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evolve as designers become familiar with AI-assisted tools; (4) exploring integra-
tion into existing design workflows; and (5) addressing ethical implications of 
AI-assisted design tools. 
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