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ABSTRACT

Recent advancements in Al have significantly enhanced collabora-
tion between humans and writing assistants. However, empirical
evidence is still lacking on how this collaboration unfolds in scien-
tific writing, especially considering the variety of tools researchers
can use nowadays. We conducted observations and retrospective
interviews to investigate how 19 computer science researchers col-
laborated with intelligent writing assistants while working on their
ongoing projects. We adopted a design-in-use lens to analyze the
collected data, exploring how researchers adapt writing assistants
during their use to overcome challenges and meet their specific
needs and preferences. Our findings identify issues such as work-
flow disruptions and over-reliance on Al, and reveal five distinct
design-in-use styles—teaching, resisting, repurposing, orchestrating,
and complying—each consisting of different practices used by re-
searchers. This study contributes to understanding the evolving
landscape of human-Al co-writing in scientific research and offers
insights for designing more effective writing assistants.
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1 INTRODUCTION

Recent advancements in Al—including Large Language Models
(LLMs)—have opened up new possibilities for human-AI collabora-
tive writing, enabling richer interactions compared to traditional
word-level auto-completion. This has reached the point where writ-
ers can now create entire paragraphs or sections with Al assistance
in a collaborative fashion [9, 14, 36]. Such a collaboration is sup-
ported by a variety of intelligent writing assistants that “assist users
with improving the quality and effectiveness of their writing, from
grammar and spelling checks to idea generation, text restructuring,
and stylistic improvement” (Lee et al. [35], p. 2). This definition
includes any tools that are a) intelligent (i.e., powered by Al); b)
interactive (i.e., reflecting human input and/or output through an
iterative process); and c) focused on generating text in natural
language.

While the potential of co-writing with intelligent writing assis-
tants is increasingly recognized, the specifics of how this collab-
oration unfolds in the context of scientific writing are still being
explored [14, 64]. Scientific writing is an iterative and non-linear
process that involves multiple phases and levels of abstraction,
from ideation to evidence gathering, involving unresolved tensions
such as concerns about agency and ownership [27, 44], plagiarism
[34], and the generation of factually incorrect information [45].
It can encompass various writing forms—from argumentative to
descriptive—demanding special attention due to its heightened
stakes, as the societal impact of research amplifies the need for
accuracy, integrity, and ethical rigor. Furthermore, writing assis-
tants for scientific writing—including those originated as a research
artifact—often focus on specific writing phases, exposing function-
ality that are best suited for particular use cases [64]. Recent works
in Human-Al Interaction suggest that users often struggle to “teach”
everyday intelligent systems with their preferences and current
usage goals [16, 32], leading them to repurpose these tools in cre-
ative ways [32]. Given the inherent complexity of scientific writing
and the varied capabilities of contemporary writing assistants, we
hypothesize that similar misalignments may occur in this domain,
where, for instance, chat-based systems like ChatGPT might over-
look implicit writing context and user intent [64].

Overall, these gaps motivated us in exploring more closely how
reseachers take advantage of intelligent writing assistants to sup-
port their scientific writing in their everyday working activities.
Specifically, we adopted a design-in-use lens [32, 46], investigating
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how researchers ‘design’ their own co-writing experiences
with writing assistants, adapting them to overcome challenges
and meet their specific needs and preferences during use. As ex-
plained by Kim and Lim [32], the design-in-use construct under-
scores the importance and the role of end users in designing their
own experiences with intelligent systems, embracing the open-
ended and uncertain nature of Al rather than confining it to fixed
design choices.

To run our investigation, we conducted remote observations on
how 19 computer science researchers from diverse backgrounds,
academic roles, and native languages interacted with intelligent
writing assistants while working on their ongoing projects. We
focused on computer science researchers recognizing them as early
adopters of Al who bring critical perspectives and informed strate-
gies to its integration in scientific writing, acknowledging potential
biases as a baseline for future studies with broader user groups.
Specifically, we considered computer science researchers at public
universities with at least one year of research experience, including
Ph.D. students in their second year or beyond, whose expertise—
from HCI to software engineering—position them to engage deeply
with Al tools in scientific writing. Each writing session was then fol-
lowed by a retrospective semi-structured interview through which
we integrated what we observed with participants’ qualitative feed-
back.

Our findings reveal a scenario where researchers employ a di-
verse range of Al-powered tools, including general-purpose LLMs
like ChatGPT and AI grammar checkers like Grammarly, across dif-
ferent stages of the writing process. Their motivations vary widely,
from summarizing literature and generating new ideas to refining
text. Nevertheless, none of the participants relied solely on Al to
generate text, and observations and participants’ feedback revealed
several challenges and concerns, including disruptions to writing
workflows and worries about over-reliance on Al, which could lead
to a loss of writing skills. We identified five design-in-use styles,
each consisting of different practices that, depending on the un-
derlying Al technology, researchers employ to adapt their writing
assistants to their needs. Similar to findings in other domains [32],
our participants engaged in i) teaching information to a writing as-
sistant, particularly when interacting with general-purpose LLMs;
ii) resisting the use of writing assistants and their suggestions; and,
in a minor number of cases, iii) repurposing writing assistants to
redefine their potential uses. Within these design-in-use styles, we
identified practices that are unique to the scientific writing domain,
such as (re)aligning an assistant with the status of previous writing
and cross-referencing Al-generated outputs with external sources
to ensure accuracy and reliability. Additionally, we observed two
novel design-in-use styles: iv) orchestrating different tools and
approaches to optimize writing, and v) complying with the sug-
gestions of a writing assistant—especially grammar checkers—to
achieve a perfect score or anticipate the assistant’s outcomes.

To summarize, our work makes the following contribution:

e Remote ethnographic observations into how researchers
collaborate with intelligent writing assistants to support
their scientific writing in their daily work activities. To our
knowledge, no prior study has observed how researchers
use these tools while working on real tasks.
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o Five design-in-use styles and 14 related practices highlight-
ing how researchers adapt their writing assistants to their
needs and design their own co-writing experiences with AL

o A discussion of the design implications of our findings, illus-
trating how supporting the identified design-in-use practices
could enhance collaboration with Al in scientific writing.

2 RELATED WORK
2.1 Al in the Research Workflow

The increasing adoption of Al tools in research workflows has been
well-documented across numerous scientific disciplines. For exam-
ple, Morris et al. [47] studied how generative Al might transform
scientific work through interviews with twenty scientists across
physical, life, and social sciences. They found that scientists view
Al primarily as a tool to complement and accelerate their work,
such as literature synthesis and experimental design, rather than
automate it entirely. Alongside these benefits, participants voiced
concerns over issues like hallucination, trustworthiness, and po-
tential downstream effects on scientific training and publication
norms. Similarly, Fecher et al. [15] conducted a Delphi study with 72
Al researchers and identified significant apprehensions regarding
bias, misinformation, and quality assurance, despite widespread
recognition of LLMs’ transformative potential. These concerns are
amplified by findings from a large-scale survey [37], which re-
vealed that researchers from multiple domains are now adopting
LLMs at numerous stages of the scholarly workflow. For example,
researchers now employ Al to assist with ideation [26, 38, 49], lit-
erature reviews [3], data creation [57], cleaning and analysis [42],
and the writing and drafting of research manuscripts [25, 47].

Our emphasis on writing, particularly writing and drafting re-
search papers, is crucial for several reasons. First, writing repre-
sents the primary means of communicating scientific knowledge
and ensuring research impact. Second, writing involves complex
cognitive processes that require maintaining coherence, accuracy,
and scientific rigor—aspects that current Al tools may inadvertently
disrupt [37, 47]. Third, writing directly connects to core issues of
authorship, originality, and research integrity that become increas-
ingly complex with Al involvement [19]. Critics have argued that
while Al can democratize access to advanced writing tools, it risks
homogenizing creative expression and deepening environmental
costs associated with large-scale model deployment [6, 25]. These
critiques are particularly salient in scientific writing, where preci-
sion, originality, and ethical rigor are crucial [33, 56]. For example,
Jakesch et al. [28] investigated how co-writing with opinionated
language models can subtly influence users’ views, highlighting
potential inadvertent bias.

In the writing domain, recent developments of large language
models such as ChatGPT [51], Claude [4], and Gemini [20] have al-
lowed the flourishing of fine-tuned variations specialized on writing
tasks. Commercial products like Grammarly [23], Ref-N-Write [48],
Smoodin [53], and Writefull [61] exemplify the application of ad-
vanced Natural Language Processing (NLP) techniques in widely-
used writing tools. This shift towards neural-based models has
enabled more sophisticated and context-aware assistance, but also
raised new challenges. A primary concern is that LLMs can pro-
duce hallucinated outputs that are either contradictory to their
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input or contain unverifiable information, as demonstrated by Ji
et al’s systematic categorization of these phenomena in natural
language generation systems [30]. These accuracy issues extend
into broader ethical implications, with Sun et al’s analysis revealing
how well-articulated but incorrect Al responses can systematically
mislead users [56]. Beyond accuracy concerns, the risk of plagia-
rism emerges from these models’ unsupervised training on vast
datasets that may contain licensed content, as highlighted in Lee et
al’s investigation into collaborative human-AI writing systems and
their inherent attribution challenges [34]. In addition, these chal-
lenges are compounded by a tendency toward over-reliance on Al
systems, as studies have shown how AI’s comprehensive responses
can create a false sense of reliability even when incorrect [31].

Mitigation strategies have been introduced, for example Hoque
et al. [27] proposed HaLLMark, a tool to capture the provenance of
interaction with an LLM to help writers retain their agency, con-
form to policies, and communicate their use of Al to publishers
and readers transparently. Understanding how researchers navi-
gate these challenges in their writing process emerges as a critical
imperative for developing more effective Al writing support. By
documenting researchers’ actual practices and interaction patterns
with Al writing tools, we can better understand opportunities for
improved design while identifying potential risks of misuse, meet-
ing scientists’ need for tools that enhance rather than hinder their
research outputs [47].

2.2 Al-Assisted Scientific Writing

Opportunities and issues around using Al in scientific writing
have made it a rapidly evolving research area, prompting scholars
to explore diverse human-AlI collaborative strategies, authoring
paradigms, and design innovations. We can observe several key re-
search directions emerging in this space, primarily stemming from
studies that focus on science communication rather than academic
writing. A first significant body of work has focused on making
scientific writing more accessible and engaging for broader audi-
ences. Gero et al. [21] investigated how LLMs could assist STEM
graduate students in creating “tweetorials”—500-word technical
explanations for general audiences on Twitter. Their findings re-
vealed that LLMs were particularly valuable for generating initial
inspiration, translating complex ideas into clearer language, and
providing external perspectives on the writing. Building on this
work, Long et al. [39] specifically examined how LLMs could help
create engaging “hooks” for tweetorials, demonstrating that en-
hanced prompts incorporating common experiences significantly
improved both relevance and creativity.

Another research direction explores how Al can enhance scien-
tific explanation and communication. Kim et al’s Metaphorian [33]
investigated LLMs’ potential in helping writers create extended
metaphors for complex scientific concepts, achieving more origi-
nal and understandable explanations while maintaining coherence.
Similarly, Radensky et al. [50] developed tools to help researchers
translate their academic papers into blog posts, achieving higher
writer satisfaction and more extensive revisions without increas-
ing cognitive load. Researchers have also investigated AI’s role in
improving writing quality and comprehension. For example, Wang
et al. [58] demonstrated that LLM tools could significantly reduce
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the time required for paper comprehension tasks while improving
performance.

While not exclusively focused on scientific writing, Al-assisted
argumentative writing research has revealed approaches that could
benefit scientific writing tools. Both domains require logical struc-
ture, evidence-based reasoning, and clear articulation of ideas. In
the argumentative writing domain, Afrin and Litman [2] developed
models for analyzing evidence and reasoning—an approach that
could help researchers strengthen their scientific arguments and
methodology descriptions. Lee et al’s CoAuthor dataset [36] fo-
cused on argumentative writing tasks revealed patterns in how
writers integrate Al suggestions that could inform effective human-
Al collaboration strategies for scientific manuscript development.
Similarly, Zhang et al’s VISAR [64], though designed for argumen-
tative writing, demonstrated how visual programming and rapid
prototyping could support the systematic organization of scientific
arguments and iterative refinement of research narratives.

Despite significant academic efforts to develop specialized so-
lutions for researchers utilizing LLMs, neither existing research
prototypes nor commercial implementations have successfully sup-
planted general-purpose language models in scholarly writing
tasks [47]. In the absence of domain-specific affordances, researchers
have developed their own workarounds and interaction patterns to
bridge the gap between these powerful but general-purpose tools
and their specialized academic writing needs [25]. Users adapting
systems beyond their intended design has recently been investi-
gated by Kim and Lim [32] in the context of recommender systems.
Although existing research has contributed valuable insights regard-
ing human-AlI collaboration in writing tasks, an empirical approach
based on naturalistic observation of researchers’ Al-assisted writ-
ing practices has not been reported. This research gap assumes
particular significance given the inherently iterative and non-linear
character of scientific writing, wherein researchers must simultane-
ously manage multiple cognitive demands while interfacing with
an diverse ecosystem of tools. We analyze how researchers adapt
and interact with writing assistants during their scientific writing
process. The analysis of the collected data revealed the presence
of Kim and Lim’s identified styles in researchers’ practices and
uncovered two additional design-in-use styles unique to scientific
writing with AL

3 METHODOLOGY

To explore current practices in human-AI interaction for scientific
writing, we conducted remote ethnographic observations followed
by retrospective interviews. Remote ethnographic studies are well-
suited for observing certain tasks, particularly in office environ-
ments, with minimal limitations [24, 43]. This method allowed us
to derive design-oriented insights from actual human practices,
minimizing the risk of biases associated with relying solely on
self-reported behaviors or opinions, e.g., as in Kim and Lim [32].

3.1 Participants

We recruited participants for our study using a combination of
snowball and convenience sampling, focusing our recruitment ef-
forts on computer science research communities, including those in
HCI. We made this choice deliberately, as we considered researchers
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Table 1: An overview of the 19 computer science researchers who participated in our observations and retrospective interviews,
including the academic role, area of expertise, years of research experience (YoE), native language, english proficiency, writing

experience, and writing assistants frequency of use (FoU).

ID Academic Role Area of Expertise YoE  Native English . Writing . Assiks*t*ants

(Gender, Age) Language Proficiency Experience FoU

P1 (M, 26) Ph.D. student Intelligent tutoring sys- 6-10  English 00000 00000 00000
tems

P2 (M, 32) Postdoc researcher ~ Human-Computer 3-5 Hindi 00000 00000 00000
Interaction

P3 (M, 44) Associate Professor  Human-Computer 11-15  Italian 00000 00000 00000
Interaction

P4 (M, 27) Ph.D. student Computational Interac-  3-5 German 00000 [ X JOI0J@) 00000
tion

P5 (M, 28) Assistant Professor ~ Machine Learning 3-5 Italian 00000 00000 00000

P6 (M, 35) Assistant Professor ~ Mixed Reality 6-10  Italian 00000 00000 00000

P7 (M, 27) Ph.D. student Computer Graphics 3-5 Italian 00000 00000 00000

P8 (M, 28) Ph.D. student Intelligent tutoring sys-  3-5 English 00000 00000 L I Jolele;
tems

P9 (W, 36) Postdoc researcher  Learning Analytics 3-5 Spanish 00000 00000 00000

P10 (W, 32) Ph.D. student Learning Science 1-2 English 00000 00000 L I Jolele;

P11 (M, 33) Assistant Professor ~ Software Engineering 11-20  Spanish 00000 00000 00000

P12 (M, 32) Postdoc researcher ~ Cybersecurity 3-5 Italian 00000 00000 00000

P13 (M, 35) Ph.D. student Machine learning 3-5 Spanish 00000 00000 00000

P14 (M, 36) Postdoc researcher  Internet of Things 6-10  Italian 00000 00000 00000

P15 (M, 28) Ph.D. student Human-AI Interaction ~ 1-2 Italian 00000 00000 00000

P16 (M, 27) Ph.D. student Software Engineering ~ 3-5 Italian 00000 00000 00000

P17 (M, 31) Ph.D. student Artificial Intelligence 1-2 Spanish 00000 00000 00000

P18 (M, 31) Ph.D. student Computer Vision 6-10  Hindi 00000 00000 00000

P19 (M, 38) Ph.D. student Cybersecurity 3-5 Portuguese @@@OO 00000 00000

* 0000 = elementary @ @ 0 0 0 = limited working e @ @ 0 0 = professional @ @ @ @ 0 = full professional e @ ® @ ® = native or bilingual.

*k

*kk

in computer science to be early adopters of Al and potentially more
aware of the risks and benefits of integrating Al into scientific
writing workflows. We acknowledge that a deeper technical under-
standing of Al tools compared to researchers in other disciplines
may introduce biases, such as overestimating tool capabilities or
undervaluing traditional writing methods. Yet, our aim was to ob-
serve, in a naturalistic way, how skilled users adopt intelligent
writing assistants, providing a baseline for future studies involving
less experienced populations. Prospective participants were asked
to complete an initial questionnaire, which covered the following
aspects:

e Demographic and background: age, gender, nationality, cur-
rent academic role, years of research experience, and area of
expertise.

e Language: native language and self-assessed level of English
proficiency (native or bilingual, full professional, professional,
limited working, elementary).

0000 =novice ® 000 = developing e ® @ 0 0 = competent e @ @ @ O = advanced e @ ® ® ® = expert
©0000 =never used ® 0 00 = occasionally e e @ 0 0 = monthly e @ @ 0 = weekly e @ @ @ @ = daily

e Writing: ongoing writing projects (not currently writing, one
project, two to five projects, more than five projects) and self-
assessed level of writing expertise (novice, developing, com-
petent, advanced, expert).

o Experience with writing assistants: used tools and frequency
of use (never used, occasionally, monthly, weekly, daily).

Participants qualified for the study if they met the following
minimum selection criteria: a) working as a computer science re-
searcher at a university with at least 1 year of experience, including
Ph.D. students in their second year or beyond; b) currently writing
a scientific document in English, such as a research paper or grant
proposal; and c) regularly using at least one intelligent writing
assistant—as previously defined according to Lee et al. [35]—in the
writing process. We stopped the recruiting process after reaching
saturation, i.e., when no new information was being generated by
new observations and interviews.
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Our final sample consisted of 19 participants (17 self-identifying
as men, 2 as women) with a mean age of 32 years (SD = 4.5), rep-
resenting a diverse range of backgrounds, native languages, and
experiences with scientific writing and Al. While the sample re-
sulted to be overwhelmingly male, this reflects the well-documented
gender gap in computer science, where women remain unfortu-
nately underrepresented across various roles and research contri-
butions [11, 59]. Table 1 provides an overview of the sample. Our
participants included 11 Ph.D. students, 4 postdoc researchers, and
4 professors, with a median experience of 3-5 years. Participants
had expertise in various disciplines, such as Human-Computer In-
teraction, Machine Learning, and Cybersecurity. Native languages
included Italian (8), Spanish (4), English (3), Hindi (2), German (1),
and Portuguese (1). Except for 4 participants who reported using
intelligent writing assistants occasionally, all the other participants
stated that their writing assistants frequency of use was weekly (5)
or daily (10). English proficiency was generally rated high, ranging
from competent (6) to advanced (9) and expert (4). Writing expe-
rience was more diverse, with 3 participants rating themselves as
developing, 11 as competent, 4 as advanced, and none as expert.

3.2 Procedure

We conducted the study via Zoom’s calls. At the beginning, partici-
pants were introduced to the study and signed online an informed
consent form approved by the Institutional Review Board of our
university. We then structured the study in two main phases:

Observation. First, we asked participants to screen-share their
computers and perform a writing session as they normally
would for 30 minutes. Session duration was defined taking
into account prior studies on human-AI writing collabora-
tion [64]. To ensure participants completed the study in their
natural environment and followed their usual workflow, we
asked them to work on one of their ongoing scientific writing
projects, be it a research paper, a grant proposal, or another
relevant document. Although the lack of a specific writing
task for the participant may limit detailed analysis of individ-
ual writing phases, it allowed us to capture a broad range of
activities within the iterative scientific writing process, pro-
viding valuable insights into diverse writing practices and
tool interactions, as detailed in Section 4.3. Participants were
asked to use a single screen in the session, so that everything
could be captured through screen sharing.

Interview. After the observation phase, a semi-structured in-
terview was conducted to uncover participants’ perspectives
on the observed sessions and their use of intelligent writing
assistants for scientific writing in general. The interview was
audio recorded for later analysis.

To facilitate further analysis, all study sessions were recorded
following participants’ explicit consent. Observations were video-
recorded, while interviews were audio-recorded. The study took
approximately 1 hour per participant (M = 58 minutes, SD = 5
minutes).

3.3 Measurements

During the observation phase, we recorded the type of writing task
performed by the participants, the writing assistants they used,
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and all the interactions they had with these tools. Specifically, we
defined an interaction as a distinct sequence of actions or commu-
nications between the participant and the used writing assistant,
aimed at achieving a specific goal or outcome. This includes the
steps taken by the participant to initiate the interaction, e.g., ask-
ing ChatGPT to generate a paragraph on a given topic, the tool’s
responses or actions, any adjustments or refinements made by the
participant, e.g., asking ChatGPT to add a concept to the initially
generated paragraph, and the ultimate result of the interaction, e.g.,
copying and pasting the refined paragraph into the manuscript.

For each interaction, we tried to capture the motivation for using
the writing assistant(s), the outcome of the human-AI collaboration,
and any noticeable challenge encountered during the interaction.

During the semi-structured interview phase, we first conducted
a retrospective analysis of the writing session. We asked partici-
pants to reflect on their general usage and understanding of the
assistant(s) they used, as well as their perception of the degree of
collaboration they had with these systems. Next, we delved deeper
into the personalization of human-AI collaboration in scientific
writing with questions such as:

e How do the writing assistants you are currently using impact
your writing experiences?

e Do the features of the writing assistants you use and their
intended use match the goals you have for your writing?

e Have you taken any actions to make the experience better
fit your needs? What were your intentional and thoughtful
actions, and why did you do so?

o Do you find yourself adapting your writing style or process to
better align with the capabilities of these tools? If so, in what
ways?

3.4 Data Analysis

We reviewed all the recordings to consolidate the notes taken during
the experiment, transcribing the interviews verbatim. Then, we
employed a mixed deductive-inductive coding approach [17] on
the available data, using the observations as the primary source
and the interviews to complement and enrich what we found.

The first author developed an initial code manual based on Kim
and Lim’s [32] work. Three broad code categories formed the code
manual, inspired by the three design-in-use styles discussed in
the paper: (i) teaching, where users provide useful information to
refine an intelligent system; (ii) resisting, which involves rejecting
or counteracting a system’s learning models; and (iii) repurposing,
where users redefine a system’s intended use to better suit their
needs. Each main code included sub-codes that characterized Kim
and Lim’s styles, as shown in Table 2. For example, onboarding
procedures were associated with teaching, reorienting a system
to ‘break’ a loop of personalization was linked to resisting, and
misalignments between users’ habits and the services provided by
a system were categorized under repurposing.

Three authors of this paper used the initial code manual to deduc-
tively analyze the collected findings and extract initial themes. To
ensure consistency and reliability, we calculated inter-coder agree-
ment after independently coding a subset of the data, achieving a
Cohen’s Kappa score of 0.82, which indicates substantial agreement.
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Table 2: The initial code manual, inspired by the work of Kim
and Lim [32], was used deductively to analyze the collected
findings.

Main codes Sub-codes

Teaching Onboarding, implicit feedback, proactive preferences
Resisting Disengagement, over-personalization, reorienting
Repurposing  Misalignments, unintended use, alternative utility

The initial themes were refined iteratively through regular meet-
ings where the research team reviewed initial coding outcomes
and resolved discrepancies. For inductive coding, new themes not
encompassed by the initial code manual were incorporated and
validated through team discussion. Such an iterative process al-
lowed us to refine and adapt the coding to our specific context,
identifying design-in-use styles, challenges, and motivations that
are unique to collaborating with intelligent writing assistants in
scientific writing.

4 FINDINGS

To present the findings of the study, we begin with an overview
of the observed writing sessions, followed by a discussion of the
themes that emerged from our analysis. Themes encompass the
impacts of intelligent writing assistants on writing processes and
skills (Section 4.2), as well as the design-in-use styles and practices
adopted by researchers (Section 4.3). These themes are often in-
terconnected, with some reported practices serving as strategies
to mitigate the negative effects of writing assistants perceived by
our participants. Throughout the rest of the section, themes are
highlighted in bold and accompanied by their prevalence, expressed
as the number of participants who originated them.

4.1 Overview of the Observations

Figure 1 provides an overview of the intelligent writing assistants
used by the participants to support their scientific writing. One of
the key findings emerging from the observations is that participants
used and combined assistants with significantly varying character-
istics, leveraging different Al technologies to support their scientific
writing, from general-purpose LLMs to Al-powered grammar check-
ers and translators. ChatGPT was by far the most commonly used
tool (16 participants), with researchers using either the paid (10)
or free (6) version. Two participants also used another general-
purpose tool powered by an LLM, Claude, although they always
used it in support of ChatGPT. A significant number of participants
used AI grammar checkers such as Grammarly (8) and Writefull
(1). Interestingly, although these tools also offer the capability to
(re)generate entire sentences or paragraphs, none of the participants
utilized such a generative Al feature, instead delegating this task
to general-purpose LLMs. Two participants used tools powered by
domain-specific LLMs, Elicit and Consensus, whose primary goal is
to help users find relevant papers and obtain answers grounded in
the literature. Similarly, two other participants leveraged domain-
specific LLMs embedded in VSCode extensions designed to provide
specialized writing assistance: one of them developed custom-made
extension to support writing exploiting OpenAl APIs, while the
other one used an integration with Copilot to receive inline writing
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suggestions. Finally, a participant used an Al translator (DeepL)
when translating sentences in another language.

Overall, 13 participants used a combination of two writing assis-
tants during their sessions (see the orchestrating practices described
in Section 4.3), while the remaining 6 relied on a single assistant. The
most common combination of tools was ChatGPT and Grammarly
(6 participants), followed by ChatGPT and Claude (2 participants).

The observed sessions reflected various writing tasks, includ-
ing drafting a new section or an abstract of a research article (9
participants), continuing (6 participants) or revising a section (2
participants). Additionally, one participant used the session to draft
a review, while another wrote a research summary for a website.

4.2 Impact on the Writing Process and Skills

4.2.1 Advantages. Our findings indicate that collaborating with
intelligent writing assistants can positively impact the efficiency
of the writing process (N = 13). Indeed, these tools help re-
searchers complete their writing tasks more quickly by stream-
lining processes such as summarizing related works (P5, P10, P14,
and P19), checking grammar (P3, P4, P7, P9, P17, P18, and P19), or
shortening one’s work (P1, P3, P15). Furthermore, general purpose
LLMs are particularly useful for addressing writer’s block (P2, P3,
P4, P6, P7, and P14)—a temporary inability to write that can last
from minutes to weeks [22]. As P3 explained:

“Sometimes the problem is the blank page. With these
tools, I can start from quick ideas organized in bullet
points and ask them to generate a draft of a paragraph.
Although it requires modifications and adjustments on
my part, the result is like a prototype that serves as a
foundation for the final work.”

This collaborative approach reduces the intimidation of start-
ing from scratch and fosters a more fluid and productive writing
experience, simplifying brainstorming and contributing to new
ideas.

Besides efficiency, intelligent writing assistants help researchers
in producing high-quality text (N = 8). By collaborating with
these tools, researchers can refine their text, enhancing its clarity
and cohesion (P2, P6, P8, P9, P11, P15, and P16). This was partic-
ularly highlighted and acknowledged by some of our non-native
English-speaking participants, who stated that intelligent writing
assistants are essential tools for overcoming language barriers (P2,
P3, P6, P9, P13, and P16). P2, for example, now depends on writing
assistants to enhance the quality of their English, almost forgetting
how challenging this task was before the advent of these tools:

“Given that most of the papers and journals are in Eng-
lish, I definitely feel there is a requirement of having a
certain level of English on your papers and some good
knowledge of vocabulary and all of that, which I think
would be a very challenging task, or at least for me, it

»

was.

4.2.2  Workflow Disruptions. Although participants generally viewed
their collaboration with intelligent writing assistants positively, our
findings indicate that using writing assistants sometimes disrupt
the writing process.
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Figure 1: A summary of the writing assistants used by the participants during the observed writing sessions, with a focus on
the observed tool combinations, i.e., participants using a combination of two assistants to support their writing,.

We observed that frequent switching between different browser
tabs and tools can fragment the writing process (N = 8), mak-
ing it harder to maintain focus and continuity. Managing multiple
tools, browsers, and accounts, in particular, complicates the work-
flow, creating a chaotic environment that may hinder productivity.
Observations revealed suggestion loops where different tools were
not aligned with the output, such as Writefull correcting texts gen-
erated by ChatGPT (P13). Additionally, we noticed that participants
were concerned about the disruption caused by copying and pasting
text between various writing assistants (P2, P3, P11, P14, and P15).

Overall, heavy reliance on writing assistants has been ob-
served to slow progress (N = 9), as researchers may find them-
selves waiting for or managing Al-generated content rather than
advancing their writing. For example, excessive suggestions dis-
played by tools integrated into text editors, e.g., Grammarly in
Overleaf, can interrupt the writing flow , as these suggestions often
require additional time and attention to incorporate smoothly (P3,
P7, P11, P12, P17). As P12 said in the interview:

“The only thing that really bothers me, especially with
Grammarly integrated into Overleaf, is seeing all these
sentences marked as errors simply because the tool dis-
likes the passive voice.”

Similarly, in explaining how is custom-built VSCode extension
works, P3 remarked:

“With my extension, I do not have something so perva-
sive within the page that highlights every single mis-
spelling. This selective approach helps me maintain
focus and efficiency.”
In our study, other slowdowns occurred when some participants

had difficulty interpreting the AI's suggestions, such as understand-
ing how and why certain changes were made by an assistant (P3,

P11). Also the restrictions of the free versions of writing assistants
used during the observed writing sessions often impeded progress,
forcing users to spend extra time finding workarounds or resorting
to manual processes (P5, P12, P14, and P16).

The final workflow disruption that emerged from our study is
that adapting and integrating Al-generated content into one’s
writing can be challenging (N = 9), particularly when it comes to
aligning the content with individual writing styles, specific paper
requirements, and overall coherence. Our participants were con-
cerned about introducing plagiarism by directly copying content
from a writing assistant (P8), and some expressed a general desire
to avoid any evidence that Al had been used (P3, P4, P5, and P10).
Furthermore, suggestions from some writing assistants interfered
with LaTeX commands, particularly when they were used to revise
or rephrase text (P11, P17). P11, for example, accepted some sug-
gestions from Grammarly that broke LaTeX commands and then
had to spend time restoring those commands in the manuscript.
Another major issue that researchers encounter when incorporat-
ing suggestions from writing assistants is handling Al-generated
hallucinations, e.g., in citation creation (P2 and P8). In our obser-
vations, these hallucinations resulted in inaccurate or nonexistent
references, thereby increasing the complexity of the integration
process and contributing to some of the design-in-use practices
described in Section 4.3. Overall, these integration difficulties are
compounded by the lack of context provided by the Al which can
lead to suboptimal results and necessitates additional effort to refine
and fit the generated content effectively (P5, P16). For instance, P16
attempted to use DeepL to find the appropriate English phrasing for
a concept, only to realize that the tool produced a literal translation
due to insufficient context.
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4.2.3  Forecasts of Future (Negative) Impacts. As we have outlined
in the previous sections, the current impact of intelligent writing
assistants on scientific writing is both promising and challenging,
according to our participants. Through the behaviors we observed
in their writing sessions and the qualitative feedback collected
in the interviews, participants delved deeper into these impacts,
forecasting future trends and implications.

Our study suggests that computer science researchers consider
Al as a tool to augment human intelligence and creativity
rather than replacing them (N = 11). This was reflected not
only in how participants interacted with their intelligent writing
assistants most of the time (see the resisting design-in-use style,
Section 4.3), but also in what they explicitly stated during the inter-
views. They argued that prioritizing automation over augmentation,
e.g., by making LLMs write entire paragraphs or sections, gener-
ates ethical concerns (P1) and, at the same time, would lead to
lower-quality writing (P5, P6, P7, P8). In essence, these researchers
recognize that Al-generated text still lags behind high-quality hu-
man writing, especially in terms of creativity [10].

Another potential negative consequence of interacting with in-
telligent writing assistants, as identified in our findings, is the fear
of becoming overly reliant on AI and consequently losing
writing skills (N = 8). By allowing Al to take on tasks traditionally
performed by humans, such as structuring arguments or refining
language, there is a risk that users may gradually lose the ability to
engage deeply with the writing process, e.g., in terms of creativity
and critical thinking (P2, P7, P15, and P16), agency (P9 and P12), and
efficiency (P6). In parallel, relying too much on writing assistants
may result in a diminished enjoyment of the writing task itself (P2,
P6, and P13). P6 clearly explained this point in the interview:

“The back-and-forth with ChatGPT has been so time-
consuming that I've started to wonder if writing it my-
self wouldn’t have been more efficient. I feel like I'm
losing some skill by delegating so much to Al and it’s
also less enjoyable sometimes. Drawing a parallel with
I don’t always consult documentation; I enjoy the chal-
lenge, even if I know there are faster ways. It’s the pro-
cess that’s rewarding.”

4.3 Design-in-use Styles and Practices

In addition to exploring the impacts of using intelligent writing
assistants on the writing process and skills, our hybrid coding
approach revealed five design-in-use styles, each consisting of mul-
tiple practices (Table 3). Similar to Kim and Lin’s findings on every-
day recommender systems [32], participants engaged in teaching
information to their writing assistants to enhance co-writing ex-
periences, resisting the assistants’ outputs to make co-writing less
personalized and more authentic, and repurposing writing assis-
tants to redefine their potential applications. However, the diversity
of the observed practices within these design-in-use styles largely
exceeds those observed in the usage of everyday recommender
systems, reflecting the more complex nature of collaborating with
Al in scientific writing. Furthermore, we observed two novel design-
in-use styles and related practices that are specific to the collab-
oration with Al in scientific writing: orchestrating different tools
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and approaches, and complying with the suggestions of a writing
assistants.

4.3.1 Teaching. According to Kim and Lim [32], teaching occurs
when users have a clear “design objective” and actively shape Al
systems to match their personal preferences. With everyday rec-
ommender systems—such as those investigated by the authors—
teaching primarily involves proactively providing feedback on de-
sired and undesired outcomes. In the context of collaborating with
intelligent writing assistants, we identified various related prac-
tices associated with this design-in-use style, all originating from
interactions with general-purpose and domain-specific LLMs.

In some cases, teaching occurred before the collaboration ac-
tually started, as a way to (re)align the writing assistants—
particularly those powered by an LLM—with the user’s spe-
cific goals and preferences, or even the status of previous
writing (N = 3). For example, before starting to write, P15 opened a
browser tab with Claude, uploaded a PDF with the current version
of his research paper, and prompted the LLM with the following:
“Help me continue writing this paper; wait for instruction.” Similarly,
P9 started the writing session by uploading a collection of PDFs of
research papers to ChatGPT to provide the LLM with information
to be analyzed and summarized, while P14 tried to upload several
PDFs to Elicit to create a library of related works to be analyzed
with the help of the Al Unfortunately, this initial teaching was far
from successful, either due to misunderstandings by the LLM or
limitations of the account on the given platform. Claude, for exam-
ple, responded to P15 with a summary of the uploaded research
paper without waiting for further instructions. P14, on the other
hand, was unable to upload PDFs to Elicit due to the limitations of
his free account plan. In the interview, he acknowledged this by
saying:

“T actually think the problem is related to the fact that I
don’t want to pay.”

Teaching also occurred repeatedly within a writing session, with
the aim of directly generating an output, e.g., an individual
paragraphs or sentences (N = 4). This included asking writing
assistants such as Claude and ChatGPT to generate a paragraph
by specifying the key points to be included (P5, P6, and P15), or
requesting them to generate or rephrase text with a specific tone
(P3, P15).

A specific teaching practice that we consistently observed when
participants focused on generating an output involved the process
of improving upon initial results by refining the instructions
communicated to the writing assistant (N = 7). These partici-
pants refined prompts in ChatGPT or Claude with more instruction
and examples to achieve the expected output (P5, P8, P10, P17),
corrected ChatGPT when it provided technical information they
knew was wrong (P3), or repeatedly refined and resubmitted text to
ChatGPT for further elaboration in order to obtain a final version
of the text (P6 and P7). As P8 said in the interview:

‘I take an iterative approach with the tool [ChatGPT]. I
typically start with the most basic form of my question
(how I might ask another person) because sometimes it
can work with this. If the answer is not focused enough, I
might add extra context to my question, add constraints
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Table 3: The design-in-use styles and related practices we observed in the collaborations between participants and writing

assistants.

Style Definition Technology Practices Example

Teaching Teaching useful information to a LLM  RESHE @ Ealige o8 BV (Re)aligning Uploading PDFs to Claude to provide
to enrich personalized co-writing expe- Generating the LLM with some context and infor-
riences. Domain-specific LLMs Refining mation before starting the writing ses-

Implicit teaching sion ((Re)aligning, P15)

Resisting Resisting learning models in a system  [EEHSEEaNTESAOYE Less personalization — Turning off the data training option in
to make co-writing experiences less per- Text resistance ChatGPT to ensure that the sessions re-
sonalized, more authentic, and reliable. [ grammar checkers Validating main private (Less personalization, P2)

Repurposing ~ Repurposing a system to redefine its po- HESIEEISNITRHHHV Wrong use Developing an extension for Visual Stu-
tential usage and [co-writing] experi- Developing dio Code that utilizes GPT to support
ences. writing (Developing, P3)

Orchestrating  Integrating different tools and ap- REESHEEIEANTIESAHYE Pipelining Using ChatGPT to draft text and Gram-
proaches to optimize writing processes Parallelizing marly to refine it as a pipeline (Pipelin-
and achieve desired outcomes effi- [ omain-specific LLMs Assigning ing, P6)
ciently.

Al grammar checkers
Complying Adhering to all suggestions made by  FAEIEiiiiEifdic0\ S8 Perfect score Anticipating Grammarly detections and

a writing assistant, including question-
able ones, to achieve a perfect score or
to anticipate the tool’s outcomes.

Anticipating modifying personal writing conven-

tions accordingly (Anticipating, P12)

on formatting of the output or what it can include in its
response, or an example response.”

Finally, we also observed a form of implicit teaching (N =
3), somewhat resembling the design-in-use practices adopted with
recommender systems [32]. P11, in particular, leveraged the com-
munication context of ChatGPT to repeat the same task—checking
if a paragraph is well written—without having to specify the prompt
each time. P4, instead, reopened an old chat with ChatGPT to lever-
age the existing context of a previous conversation, aiming to build
upon it and maintain a coherent flow with the background in-
formation previously established. However, maintaining such a
communication context is challenging, as popular tools like Chat-
GPT and Gemini do not offer a structured way to do so, aside from
providing the history of past conversations with the underlying
LLM. To overcome this limitation, P13 began saving frequently used
prompts in a file and using them whenever necessary.

4.3.2 Resisting. By analyzing how users design their co-writing ex-
periences in practice, Kim and Lim [32] found that some users tend
to resist learning models as they are concerned about the potential
harms of excessive personalization. In the context of recommender
systems, they do this by intentionally slowing the system’s learning
process, such as by avoiding interactions that could reveal their
preferences. According to our observations, resistance is a design-
in-use style that characterize the domain of human-AI collaboration
in scientific writing as well. The practices that we identified, in par-
ticular, were adopted with general-purpose LLMs and AI grammar
checkers.

Similarly to the work of Kim and Lim [32], we found resisting
practices related to the need of having less personalized systems
(N = 2). P2, for example, turned off the data training option in
ChatGPT to ensure that the session remain private. Later in the
interview, the participant explained:

“For me, unless the paper is published, I don’t want the
latest language model to train on my data. I don’t know,
maybe it shouldn’t be an issue, but I tend to turn off
the training option. On ChatGPT, for example, I usually
make sure that option is off so that it remains a private
session between me and ChatGPT, and my data isn’t
used for training.”

Another similar resistance practice was employed by P4, who
started a new chat with ChatGPT when messages exchanged in
the previous chat began to negatively influence the collaboration
outcomes. This approach allowed the participant to restart the
collaboration with a fresh—less personalized—context.

In the domain of human-AI co-writing, resisting can also involve
refusing to incorporate a text that has been generated or
modified after interacting with a writing assistant (text resis-
tance, N = 8). In particular, we observed several instances where
participants refused to incorporate text generated by ChatGPT or
Grammarly as-is, instead using it as a starting point (P4, P7, P8,
P9, P10, P11, P13, and P18). These participants copied and pasted
the generated text into their articles but then immediately began
modifying and expanding it. During the interview, when asked to
reflect on this behavior, P18 said:
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“T just use the ideas and the words from ChatGPT just
to improve my sentences. So, it’s giving me ideas, but I
don’t entirely depend on them.

As P10 clearly explained in the interview, such resistance is
needed to maintain authentic authorship of the text:

‘T am very conscious of my writing not sounding like
it’s been generated by an LLM. So, I would never use
something it gives me verbatim. I probably wouldn’t
discuss word choice, transition sentences, or that kind
of stuff with it. I haven’t been impressed in the past by
the way it summarizes and writes conclusions. Its word
choices are distinctive, so I want to be careful that it
doesn’t sound like somebody else.”

In the interview, P3, P8, and P11 expressed similar concerns,
with P3 saying that “there are certain words or phrases that seem
very Al-generated, like ‘delve into, which has been featured in several
humorous memes.”

In addition to text, we noticed a specific type of resistance prac-
tice when general purpose writing assistants were employed to
gather (technical) information through questioning. Most of the
time, these interactions involved cross-referencing and validat-
ing Al-generated outputs with external sources to ensure
accuracy and reliability (N = 8). P9 and P13 sought confirmation
of ChatGPT’s responses on a technical issue by conducting a web
search. Similarly, P13 sought confirmation in internal documents,
while P2 and P8 had to manually verify the existence of papers
suggested by ChatGPT and Claude through a web search. In gen-
eral, all these participants emphasized that familiarity with the
topic is crucial in mediating the AI’s suggestions, as P9 said in the
interview:

“The only way you can balance the use of ChatGPT and
what you’re writing is if you know about the topic.”

Likewise, P13 explained:

“It’s part of our job as a researcher to just to be aware
of the possible errors that Al can make. Everything you
read, you need to be critic and you need to go to the
sources and seek as much as sources you can.”

The significance of this practice was demonstrated by partici-
pants who consciously refused to use general purpose assistants
like ChatGPT for seeking evidence and citations (P11, P12, and P15).

4.3.3  Repurposing. Repurposing is a design-in-use style where
users adapt a system’s original design to serve new, unintended
purposes [32]. This happens when there are misalignments between
users’ goals and the intended uses of an Al-based system, leading
users to creatively redesign their experiences with that system.

In our study, this design-in-use style was not prevalent. The
only participant who repurposed a tool with an unintended but
potentially wrong use (N = 1) was P8, who used a general-purpose
writing assistant, Claude, to find citations. Unfortunately, this prac-
tice is risky, as these tools frequently hallucinate by fabricating false
citations [8]: the participant ended up searching for the suggested
papers online, only to discover that the references did not exist.

Overall, we attribute this lack of repurposing practices to the
abundance of Al-enabled tools available for use as writing assis-
tants, as well as the general-purpose nature of the most commonly
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observed tools, such as ChatGPT. Indeed, we observed that rather
than repurposing a given system, our participants tended to use
multiple tools to achieve their goals (see the orchestrating style).

Interestingly, P3 refused to adopt such an approach, recogniz-
ing the drawbacks of using multiple tools discussed in Section 4.1.
Instead, the participant employed a repurposing strategy by de-
veloping a custom-made support for writing (N = 1). This
support—shown in Figure 2—is an extension for Visual Studio Code
that utilizes OpenAI GPT’s APIs. As observed in the writing session,
the extension allows the researcher to write content and then apply
various modifications such as grammar correction, text manipu-
lation, summarization, or paraphrasing (Figure 2, A). It supports
multiple languages and tones and offers flexibility in selecting the
underlying LLM from the OpenAl family. Furthermore, by click-
ing on the ‘See Difference’ button, the researcher can compare the
newly generated text with the old one (Figure 2, B). As explained
by the participant later in the interview:

“The tool is selective and integrated, meaning that I can
select the specific text I want to work on—down to a
single sentence—directly within my writing document.
This means I don’t have to copy and paste text into
another platform, which is very annoying.”

4.3.4  Orchestrating. We observed a majority of participants who
integrated different tools and approaches to optimize writing pro-
cesses. Given the iterative and non-linear nature of scientific writ-
ing, which involves multiple phases and levels of abstraction—from
ideation to evidence gathering—and considering the diverse charac-
teristics of the contemporary writing assistants, these participants
demonstrated remarkable skill in effectively orchestrating these
tools, including general-purpose and domain-specific LLMs, as well
as Al grammar checkers.

Figure 3 illustrates the complex orchestration of various Al writ-
ing tools and assistants observed in our study. Several users demon-
strated this design-in-use style by employing different tools in
a pipeline, sequentially feeding the output of one tool into
another (N = 5). The most common pipelining practice that we
observed, in particular, was using ChatGPT to refine an initial ver-
sion of a draft text, e.g., a sentence or a paragraph, and then using
Grammarly to check the newly generated text (P6, P7, P14, and
P19). P7 clearly explained this practice later in the interview:

“So, Iuse them [ChatGPT and Grammarly] like a pipeline.
First, I write a rough draft without focusing too much
on style or form. Then, I use ChatGPT to improve the
structure, explore ideas more deeply, and even find bet-
ter ways to connect my thoughts. It’s definitely helpful
for refining the overall form. Finally, I run it through
Grammarly as a final check, because I'm a bit particular
about details.”

Similarly, P14 said:

“T use ChatGPT to generate some text when I just don’t
know where to start; then I edit it in my own way, and
finally I use Grammarly to check that I have written it
correctly.”
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Figure 2: The Visual Studio Code extension developed by one of our participant to avoid using multiple writing assistants. The
extension leverages OpenAl GPT’s APIs to support writing and perform tasks like grammar correction, text manipulation,
summarization, and paraphrasing.

P18, on the other hand, consistently used a pipeline that involved
initial drafting in Grammarly, refining the text in ChatGPT, and
then performing a final check in Grammarly again.

Another common orchestrating design-in-use practice that we
observed, which we called ‘parallelizing’, involved using multiple
tools or approaches simultaneously to make comparisons,
allowing for exploration of different alternatives and foster-
ing greater self-judgment (N = 5). This practice involved asking
ChatGPT (P11) or Claude (P8) to regenerate an output for compari-
son, pasting different versions of an LLM-generated text into the
article to compare them with the original sentence (P11, P13, and
P18), and using different tools to perform the same task, e.g., using
both Consensus and ChatGPT to get inspiration for a given topic
(P2). In all these cases, the participants ‘borrowed’ from the various
LLM-generated outputs, creating a final result that combined their
own ideas and writing with the suggestions they considered most
useful.

Through the observed pipelining and parallelizing practices, par-
ticipants also demonstrated the ability to allocate specific tasks
to different intelligent writing assistants based on their ca-
pabilities (N = 8). While some allocations may seem obvious—like
using ChatGPT for text generation and Grammarly for grammar
checking (N = 5, P6, P7, P11, P14, and P18)—others involved more
nuanced decisions. P17 used the Copilot VSCode extension for in-
line recommendations and ChatGPT to analyze text retrospectively
when additional context was needed. P14 repeated the same task
with another tool, ChatGPT, when the output obtained with the first
tool, Elicit, was not satisfactory. Finally, P15 used similar assistants
for different tasks, e.g., Claude for text generation and ChatGPT for
seeking advice on how to format LaTeX tables. As the participant
explained in the interview, these different usages were deliberate:

a more neutral tone, although ChatGPT’s reasoning is
better. So I use Claude for supporting my writing, but
when I need something more related to programming
tasks—like asking how to do something in LaTeX—I tend
to switch to ChatGPT.”

Overall, while orchestrating workflows is not exclusive to intelli-
gent writing assistants, the integration of Al tools like ChatGPT has
streamlined processes that previously relied on multiple specialized
tools with limited capabilities. At the same time, our findings show
that these advancements enabled the emergence of new practices,
such as dynamic switching between Al functions and iterative re-
finement, which reflect the evolving role of Al in enhancing writing
workflows.

4.3.5 Complying. We observed a form of complying with Al sug-
gestions that involved adhering to all the recommendations received
from a writing assistant, including questionable ones (N = 3). Such
a design-in-use style characterized the use of a specific AI grammar
checker, i.e., Grammarly. The first practice to implement it was
adopted in an attempt to achieve a perfect score (N = 2). The
platform, indeed, dynamically evaluate the quality of the submitted
text, providing the user with an overall score (ranging from 0 to
100) that reflects the writing quality in the document, which can
be improved by following Grammarly’s recommendations. As P11
explained in the interview:

“With Grammarly, I find myself wanting to make every-
thing, let’s say, compliant with Grammarly, you know?
It’s more of a personal thing, being so meticulous and
thinking that when everything is aligned with Gram-
marly, it works better. So, I don’t know if you noticed,
but for example, it suggested some changes to the figure
references...it told me to leave a space between the colon
and the text. I knew it didn’t make sense, but I still did it
because I like making sure that everything is perfectly

“When you ask ChatGPT to write parts of a document,
it can sometimes seem overly elaborate, as if aiming
for a Nobel Prize. On the other hand, Claude writes in
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Figure 3: Diagram illustrating the orchestration of various AI writing assistants in the scientific writing process. Light-blue
nodes represent Al tools, while red nodes represent non-AI applications. Numbers and edge thickness represent the absolute

number of tool transitions observed in our study.

in line with its suggestions, even when I know they’re
not necessary.”

Adhering to the recommendations of a writing assistant like
Grammarly is also needed to anticipate the AI’s outcomes and
prevent additional disruptions to the writing flow (N = 2).
According to P12, in particular:

“If you dismiss a suggestion [on Grammarly], it still
reappears the next time, so I started saying, ‘Alright,
fine, if you want me to write it this way, I'll write it this

EE)

way, at least it won’t bother me anymore’.

As such, the participant felt he was adapting himself to the tool, for
example, when writing table and image references that he knew
Grammarly would not detect as errors.

In general, our findings link the complying style exclusively
with Al grammar checkers, as we did not observe instances of par-
ticipants using Al-generated text as-is (see the resisting practices
described above). We argue that one reason for such behaviors and
differences in compliance may lie in the familiarity of our partici-
pants with Al-based systems and LLMs, most of whom explicitly
demonstrated awareness of issues such as potential plagiarism
and hallucinations. However, we recognize that less experienced
users, such as those unfamiliar with AI, may be at a higher risk of
over-relying on and passively complying with the outputs of other
intelligent writing assistants, including those based on general-
purpose and domain-specific LLMs. This highlights the need for
further research on how diverse user groups navigate the balance
between tool guidance and their own writing autonomy.

5 DISCUSSION

5.1 Design Implications

In this paper, we adopted a design-in-use lens to investigate how re-
searchers navigate the landscape of intelligent writing assistants to
collaborate with Al in their scientific writing. In particular, we con-
ducted ethnographic observations to investigate how researchers
engaged in their daily work activities, aiming to gather ecologically
valid findings that could complement previous research in the field.

Echoing previous research on human-Al interaction [32], we ob-
served a trend where users frequently take an active role in shaping
their desired experiences, rather than passively accepting the prede-
termined nature of the technology. Despite the growing number of
specialized writing assistants for scientific writing proposed in the
literature, such as VISAR [64] and Sparks [21], and those available
in the market, such as Elicit [60] and Consensus [12], our partici-
pants opted for an ensemble of diverse technologies, orchestrating
the use of different tools and assigning distinct to them based on
their perceived capabilities.

Understanding these behaviors is crucial for informing new re-
search directions in human-AI co-writing for scientific writing and
designing better assistants. Some of the findings in this work, such
as the disruption caused by using multiple tools in the writing pro-
cess, may suggest that a more integrated approach is needed, e.g.,
to combine the advantages of general-purpose LLMs with those of
domain-specific solutions. Nevertheless, participants demonstrated
that in certain cases, such as through the parallelizing and pipelin-
ing practices, the usage of multiple tools and approaches is benefi-
cial. To address these trade-offs, we now present a series of design
implications (Table 4) based on the most prominent design-in-use
styles observed in our study—teaching, resisting, orchestrating, and
complying—along with their associated practices. Although not ex-
haustive, these examples offer a glimpse into how our findings may
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be used to identify opportunities for better supporting researchers’
workflows and goals.

Overall, these implications are undoubtedly shaped by the ecosystem—
one of the key aspects described by Lee et al. in their design space [35]—

5.1.1 Support for Teaching. Kim and Lim [32] found that most
users resist being passive consumers of everyday Al systems, in-
stead desiring to actively influence the system to align with their
preferences and needs. Given the non-linear and complex nature of
scientific writing, it is not surprising that many of our participants
engaged in teaching practices, actively collaborating with writing
assistants to enhance their co-writing experiences. However, teach-
ing information to writing assistants, especially general-purpose
LLMs, is not always straightforward, particularly as these assistants
are used at various stages of the writing process.

We argue that supporting this design-in-use style would first re-
quire having writing assistants that streamline and simplify the ini-
tial setup process, facilitating better initial context-setting. Users,
for example, could be prompted to define their goals and prefer-
ences in detail through guided setup processes, where they are
asked to provide specific instructions or examples to align the AI's
outputs with their expectations from the outset.

Reflecting on what happens during the interaction, instead, an-
other possibility to support teaching is to allow users to create and
manage prompt libraries where they can save frequently used
prompts and settings. This would make it easier to maintain con-
sistency and quickly reapply successful teaching strategies across
different tasks. These libraries could include options for categoriza-
tion and quick access to frequently used contexts, representing the
user’s preferences.

5.1.2  Support for Al-Resistance. Al resistance and skepticism are
phenomena that characterize interactions with intelligent systems
across various domains, from the use of recommender systems
for entertainment purposes [32] to applications in the medical
field [40]. As prior work demonstrated, writing is not exempt from
this resistance. Our observations revealed various resisting prac-
tices through which researchers sought co-writing experiences that
were less personalized, more authentic, and more reliable. We view
these design-in-use practices as an opportunity to design future
writing assistants that could engage even those researchers who
are more reluctant to use Al for writing, helping them leverage the
advantages of co-writing with such tools.

Providing users with the possibility of working in isolated en-
vironments with nuanced privacy settings and refreshed contexts,
for example, could allow them to control how their data is used, es-
pecially regarding the training of AI models. These controls should
be easily accessible and offer clear explanations of the implications
of enabling or disabling data sharing, thereby empowering users to
protect their work during sensitive writing tasks.

Our findings also highlight the need for writing assistants with
integrated validation features by incorporating tools that al-
low users to easily cross-reference Al-generated information with
trusted external sources. This would be especially important for
general-purpose LLMs and could include built-in search functions,
citation verification tools, or links to authoritative databases, ensur-
ing the accuracy and reliability of the information used in scientific
writing,.

in which writing assistants operate, as implementing them would
require addressing ethical and privacy challenges. In this context,
we consider regulation and policies fundamental to establishing
these design opportunities.

5.1.3  Support for Orchestration Rather Than Repurposing. Rather
than relying on a single writing assistant and repurposing it for
different uses, we observed multiple instances of researchers using
various tools and approaches to achieve their writing goals. While
this approach has potential drawbacks and might seem to reflect
limitations in the exploited tools, we actually observed that some
of our participants exhibited a clear preference for having multi-
ple tools at their disposal, as demonstrated by their orchestrating
practices. In other words, our findings suggest design implications
that support these orchestration practices, rather than aiming to
develop a one-size-fits-all assistant.

Based on our observations, we envision the potential of offering
researchers the capability to define reusable pipelines. This would
empower them to customize their workflows within a single plat-
form or across multiple platforms, including the option to establish
reusable sequences of actions (e.g., draft, refine, and check) or the
ability to save and reuse specific tool chains where outputs from
one tool can be seamlessly integrated into another.

Another example of support for orchestration is the development
of multi-model interfaces, which would allow users to run and
compare outputs from multiple learning models side by side. For ex-
ample, integrating multiple LLMs in a single interface where users
can compare and merge the results could enhance decision-making
and creativity. In that sense, we see a parallel to the concept of
parallel prototyping in user experience design [41]. Through such
an approach, designers can simultaneously and independently de-
velop multiple design solutions, evaluating and comparing them
to identify the strengths and weaknesses of each approach. This
enables them to rapidly and efficiently explore a range of design
options, leading to more informed decisions and ultimately enhanc-
ing the overall user experience. This implication echoes findings
from prior work in human-AI co-writing [13], which showed that
writers prefer selecting outputs from multiple suggestions gener-
ated by LLMs using a technique known as ‘diegetic prompting’—
integrating prompts within the narrative—rather than refining the
output through iterative, non-diegetic prompts, which involve giv-
ing explicit instructions to the LLM.

5.1.4  Support for (Avoiding) Compliance. Previous research has
highlighted several drawbacks of over-relying on Al-generated
content in writing. Overrelying on LLMs, for example, can hin-
der critical thinking and creativity [62], as well as leading to the
spread of misinformation and ethical challenges, including plagia-
rism and privacy violations [54]. In our work, we observed a form
of overreliance where researchers accepted all the suggestions of a
writing assistant, not necessarily because they trusted them, but
rather to satisfy the tool, achieve a perfect score, or avoid annoying
interruptions.

We consider this “user-overfitting” to LLMs potentially prob-
lematic as well, as it may inadvertently compromise the quality
and authenticity of the text and contribute to disruptions in the
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Table 4: Examples of design implications to support the design-in-use styles observed in our study.

Design implication Description Design-in-use style(s)

Facilitating initial setup Facilitate better initial context-setting by guiding users through a setup process to  Teaching
define their goals and preferences.

Supporting prompt libraries Create libraries for users to save and categorize frequently used prompts and settings.  Teaching

Providing isolated environments Provide users with isolated environments and nuanced privacy settings to control data  Resisting
usage and context.

Integrating validation features Incorporate tools for users to cross-reference Al-generated information with trusted — Resisting
sources.

Enabling reusable pipelines Enable users to customize workflows within or across platforms by setting up reusable ~ Orchestrating
action sequences.

Developing multi-model interfaces  Develop interfaces for users to run and compare outputs from multiple learning models ~ Orchestrating
side-by-side.

Providing context-aware assistance  Prioritize suggestions based on their impact on writing flow, deferring non-critical ~Complying
issues to later stages to minimize interruptions.

Supporting writing tutoring Promote active learning to help users develop their writing skills over time. Complying

writing flow. For example, writing scores might serve as a target,
potentially leading users to prioritize achieving a high score over
making sound, independent decisions—a phenomenon known as
Goodhart’s Law in economics [55]. Furthermore, users may un-
consciously align their behavior to meet the expectation of achiev-
ing higher scores—even if it means accepting suboptimal or incor-
rect recommendations—demonstrating a form of social conformity
bias [5]. Finally, we noticed that our participants explicitly said that
complying contributes to create disruptions to the writing flow.
Dang et al. [13] discussed this problem in their work, highlighting
that moving from diegetic writing to non-diegetic prompting—i.e.,
explicit instructions to refine an output—demands a cognitive shift
that forces writers to move away from directly shaping their narra-
tive and instead focus on how to best guide the system. This implies
that writers must constantly assess Al suggestions, which can dis-
rupt their typical writing routines and increase distractions [7].
As such, our findings highlight the need to offer users alterna-
tives to this design-in-use approach. Based on our participants’ feed-
back and behavior, we see value in tools that implement context-
aware assistance, prioritizing suggestions according to their po-
tential impact on the writing flow and the current writing phase.
For instance, minor issues like spacing or stylistic preferences could
be bundled for later review, allowing users to maintain focus on
content generation without unnecessary interruptions. This might
mean implementing context-aware features that reduce such inter-
ruptions by deferring non-critical suggestions until a more suitable
time in the writing process, e.g., during editing rather than drafting.
This aligns with existing theories of writing, which state that fo-
cusing on grammar and style during the early stages of writing can
interfere with the cognitive processes involved in composition. The
Cognitive Process Theory of Writing by Flower and Hayes [18], in
particular, suggests that postponing grammar and style concerns

to a later revision stage may improve the outcome and reduce
cognitive load.

The final design implication we extracted from our findings is
based on the participants’ concern that overreliance on Al could
lead to a decline in their writing skills. Specifically, we suggest that
designers of writing assistants prioritize writing tutoring, incorpo-
rating opportunities for active learning and skill development. This
involves creating features that not only suggest improvements in a
passive way but also explain the reasoning behind them, helping
users develop their writing skills over time.

5.2 Ethical Implications

Our research shows that Al-powered writing assistants, particularly
commercial ones, are becoming increasingly integrated into scien-
tific writing processes. Therefore, addressing ethical implications
is fundamental for promoting responsible and effective human-
Al collaboration in this field [1]. As previous research has clearly
demonstrated, the overuse of Al-generated texts might be nega-
tively perceived by writers, as it undermines their sense of agency
and ownership [27, 44]. Other common concerns include plagia-
rism [34], the generation of factually incorrect information [45], as
well as the generation of stereotyped text [21].

We, of course, acknowledge the importance of addressing all
these ethical concerns and advocate for the development of com-
prehensive regulations and policies that may assist designers of
Al-driven writing assistants in creating technologies that not only
enhance productivity and support researchers but also uphold the
highest standards of privacy, fairness, transparency, and user au-
tonomy. Yet, we also stand with the view of Hoque et al. [27], who
posit that “LLMs are here to stay, [...] we should just learn how to
best leverage them.” Although future research is needed to confirm
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or challenge these findings across different academic communities,
our study generally observed a conscious use of writing assistants,
even those based on LLMs. Participants consistently approached Al-
generated text critically, ensuring that the content was thoughtfully
reviewed and adapted to meet their specific needs and standards.
Moreover, most of the design implications we identified—from those
related to resting practices to those related to complying practices—
actually support a vision where intelligent writing assistants serve
as supertools [52] that augment researchers’ capabilities rather
than replacing them.

5.3 Limitations

The primary limitations of our study stem from the sample of
participants we observed and interviewed. Despite our efforts to
recruit a diverse range of academic roles and years of experience,
the sample was ultimately skewed towards early-career researchers,
including Ph.D. students. Yet, early-career researchers represent an
informative category as they are still developing writing skills and
are typically involved in writing duties under the supervision of
their mentor [29].

Our sample was also predominantly composed of men. Although
this gender imbalance unfortunately reflects the well-documented
gender gap in computer science [11, 59], we acknowledge that it
may introduce potential biases in our findings. We recognize the
importance of tackling this issue and believe that greater efforts
are needed to improve gender diversity in our field. In addition, the
sample was intentionally composed exclusively of computer science
researchers, which means our findings may not generalize to other
research communities due to potential biases associated with their
technical experience and familiarity with Al tools. Researchers
with less technical expertise and Al knowledge, for example, may
be less critical when interacting with writing assistants and less
aware of the risks associated with integrating Al into scientific
writing workflows. At the same time, prior studies show that non-
technical users often use prompt-based systems opportunistically
and struggle to achieve systematic progress [63]. This suggests
that they may adopt alternative design-in-use styles to meet their
goals. Replication studies in other research communities will help to
determine the generalizability of our findings, potentially leading to
the development of guidelines for responsible Al writing assistants
tailored to different researchers’ background.

Finally, technical limitations of the study, including the require-
ment for participants to use a single screen during the writing
session and the limited timeframe of the session, may have influ-
enced participants’ natural workflows and restricted the depth of
interaction with Al tools, potentially impacting the generalizability
of observed behaviors.

6 CONCLUSIONS

This paper explored how computer science researchers collaborate
with intelligent writing assistants to support their scientific writing.
Through observations and retrospective interviews conducted with
19 participants, we shed light on five design-in-use styles and 14
related practices that researchers use to shape their own co-writing
experiences. These practices represent both a means to overcome
existing challenges in interacting with Al and an opportunity to

CHI 25, April 26-May 1, 2025, Yokohama, Japan

inform the development of more effective writing assistants that
can further support researchers in all the iterative and nonlinear
process of scientific writing.
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